Numerical Methods and programming — Theme 8 Lipschitz Conditions

Convergence conditions in an interval (Lipschitz Conditions)

1. Lipschitzian or contractive function.

A function ¢(x) is contractive in a closed interval I if and only if

{3re0.1) / 6(x) — 6(E)| < Nz —¢| Va,ce1]

being A the Lipschitz constant.

2. Convergence in an interval.

Given ¢, Lipschitzian in I = [xg — p, o + p|, with Lipschitz constant A and given inicial approx-
imation zg such that |zo — ¢(zo)| < (1 — N)p:

¢/ |o(x) = () < Alw —&] Vo, &€ I = [wo = p, o+ p)
with p > 0; A €0,1) and
2o / |wo = @(xo)| < (1= A)p

Then,

(8) [t = dm) € T = Jogsr — ol < p

Demostration by induction.

First it is demonstrated that x1 € I

z1=¢(x0) ~ |zo—d(@0)| < (1-A)p &
1 —x0] < (1=XNp < p & a1 €1

Then it is assumed as satisfied for x; and imposed for a1 as:

|1 — 2| = o) — P(zr-1)] < A|zp — 2p1]
|z —zp—1| = |P(xp—1) — d(ak—2)] < Xl|Tp—1 — K_2]
wa—21] = lp(e) —$@e)l < Aler— ol

Thus,

Tpr1 — k] < Az —2] < A (1-Np < p

Zg+1 — To| bounds need to be obtained. So:



xk+1—x0| = |($k+1_xk) + (.Tk—l’k_l) + ... + (581—1‘())|
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This leads to:
|Tp1 — 20| < (1 - /\kH) p < p
(b) klim xr = o (Demonstration that it is a Cauchy sequence)
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This implies that:

Ve > 0, IN() / |em —Tmip| < &, ¥Ym > N(e)
If N / AN < ¢/p is stated then:

(L)

[ — mgpl S(L=M) p = < &

A

And consequently it is a convergent Cauchy sequence.

(c) ’a is the unique root of f in I‘

By reductio ad absurdum it is assumed that there is another root 8. Then,

Bel=xg—p, zo+p; B=0()
And,

=B = |p(a) = d(B)] < Al =gl

Consequently,

la—B] < Ma—pB] with A€ [0,1)

Which is only possible if & = 8 and then the root would be unique.

(d) ’Convergence is, at least, linear‘

Tpp1 —a = |p(xg) —d(a)] < Az —a



And,

|zpr1 —a] < Az —al with A e]0,1)
So it is proved that the convergence is linear.

3. Convergence in an interval considering rounding errors propagation

Given the functional iteration algorithm:

Tpy1 = o(zg)
It can be computed in practice:
Tpt1 = o(Tk) + e
Let be € such that maxleg| < €
For the algorithm to converge,
lim f/lj\k = .
k—o0

Given « such that o = ¢(a), with p > 0 in an interval I = [a — p, a + p|. If ¢(x) is Lipschitzian
in I with constant A € [0,1) and even more Zy € [a — po, o + po] with pg € (0,p — =) this
validity range of pg is accepted so that ¥ € I. Thus,

o — 1] = la = (@) + 20)] < la = $(axo)| + ol < (1 = \)po + leol < (1 = A)po +¢

lo =21 < (1 =A)po+e < (L—A)p

Then,
< &
Po < p 1—
And it can be demonstrated that:
1. T, € 1Vk
—~ 15 k g
2. — < - _
B —al s =5+ (po 1—>\>
And in the limit:
k — — Fh€ |a— — + =
%) Ty « DY « T

It is therefore possible to converge to the solution but within the limits of machine accuracy.

Moreover, the slower an algorithm is (A — 1), the higher this error rate will be. Slower algorithms
are also more inaccurate.

Demostration:

Let’s assume that Zy € [a — po, @ + po]



7k — af = [¢(Zr-1) + -1 — ¢(a)| < [¢(Tr-1) — d()| + [ep—1] S AlTp1 — ] +¢
|Z1 — o) < AT —a| +¢

T2 —a] < X2|Tp—a| + de+e

Tk —al < X|Zp —al + A le+ 4 de+ e
Tk —a] < X|Zp —al + eVt .+ A+ 1)

1— Ak
~ <)\k”\_
|7, — a| < NF|Z 04]—1—61_)\
1— A
Tk —af < Apo+e DY

~ 3 9 9
I$k—a\§/\’“(po—1_/\)+1_)\§p0+Zp vk

1—A
Thus, |2 —a| <p and T} €I Vk
In the limit:
.~ € € PN €
dm [y ol =3 = e/ s B < ety
Then the iterative algorithm converges to the solution a but with a non-zero upper bound on
the error.



