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Abstract

Minimum weight topology optimization of structures with stress constraints formu-
lations have been recently proposed as an alternative to the traditional maximum stiff-
ness statements. These minimum weight approaches offer some improvements and
avoid unwanted phenomena associated to maximum stiffness approaches (mesh de-
pendency, checkerboard layouts). In addition, minimum weight formulations address
the most useful analysis from a practical point of view in engineering (to reduce the
cost of the structure) and it imposes stress constraints. Thus, the feasibility of the
optimal solutions obtained is guaranteed while the cost is minimized.

However, these formulations also require higher computing effort than the tradi-
tional maximum stiffness statements. Thus, it is necessary to introduce numerical and
computational techniques that allow to reduce the computational requirements.

In this paper, we propose the use of parallelization techniques in order to reduce
the computing time required to solve the topology optimization problem proposed.

Keywords: Parallel computing, topology optimization, stress constraints, minimum
weight, OpenMP.

1 Introduction

Topology optimization of structures is the most recent branch in the structural opti-
mization field. The main goal of this formulations is to define the most appropriate ma-
terial distribution in a predefined domain that maximizes (or minimizes) a established
function (or a property) related to the structural response. Thus, the most usual for-
mulations proposed to solve the topology optimization problem tries to maximize the
stiffness of the structure by using a predefined amount of material [1, 2, 3]. This for-
mulation offers important computational advantages since the number of constraints
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involved is small (only one volume constraint). On the other hand, the rest of the for-
mulations and applications about structural optimization usually state procedures that
try to minimize the weight or the cost of the structure. In addition, minimum weight
formulations usually impose stress and/or displacement constraints in order to verify
the feasibility of the final solution obtained.

These formulations are more realistic from a practical point of view but they also re-
quire larger computing resources than the conventional maximum stiffness approaches.
Minimum weight with stress constraints formulations usually include a large number
of highly non-linear constraints [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. In addition,
the number of design variables usually involved in topology optimization problems
is also very large (usually more than one thousand). Thus, the whole optimization
problem is much larger than the one defined by means of the maximum stiffness ap-
proach. The computing effort devoted to the structural analysis increases slightly since
stress constraints need to be computed and verified. However, the sensitivity analysis
involved requires much higher computational effort since the number of stress con-
straints is also much larger than one (the volume constraint associated to maximum
stiffness approaches). Following with the same idea, the optimization algorithms re-
quired to solve the minimum weight problem with stress constraints are much more
sophisticated than the ones used to solve the maximum stiffness approach. In addi-
tion, the computational effort required by the optimization algorithm increases with
the number of constraints and design variables.

According to the previous explanations, the calculation of the optimal solution for
the topology optimization problem with stress constraints requires higher effort, spe-
cially in computing time terms, than the maximum stiffness approaches. Thus, it is
necessary to propose acceleration techniques that allow to reduce the computing time
required. From a numerical point of view, this speed-up can be raised by adapting
and developing specific algorithms for this specific problem. From a computational
point of view, this speed-up can be addressed by using parallelization techniques [10].
In practice, both methodologies are usually connected since the parallelization of the
algorithms is usually related to the numerical formulations used.

In this paper, we analyze an entire optimization procedure specifically designed for
the topology optimization problem with stress constraints. This algorithm introduces
computational advantages and in addition it allows to use parallelization techniques in
order to accelerate the calculation of the optimal design.

2 Optimum design methodology

Topology optimization problems with stress constraints usually require very high com-
puting effort to obtain the optimal design. However, this computational effort can be
reduced by proposing specific algorithms and procedures. A specific optimization
methodology is proposed in this paper in order to reduce the computing time required
(see figure 1).
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Figure 1: Optimization Methodology.
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Note that the optimization procedure is iterative. In addition, several important
stages are required to obtain the optimal design. First stage develops the structural
analysis by means of the FEM including the relative density. Second stage is devoted
to compute the objective function (the weight of the structure). Then, stress con-
straints are computed and verified. Thus, a set of active constraints (almost violated
constraints) is obtained. This set of active constraints defines a set of first order deriva-
tives of constraints required in the next stages of the optimization methodology. Thus,
only the first order derivatives of active constraints are computed in order to reduce
the number of calculations. The first order sensitivity analysis of the active stress con-
straints is developed by using an “adjoint variable” algorithm. This sensitivity analysis
procedure will be explained in detail further on this paper. First order derivatives of the
stress constraints and first order derivatives of the objective function are used to obtain
the search direction. Three different algorithms are proposed depending on the degree
of violation of the stress constraints. However, the most frequently used algorithm is
Sequential Linear Programming (SLP). This SLP algorithm is also analyzed in detail
further in this paper since the calculation of the search direction is the most expensive
topic in computing time terms. This search direction can be used now to calculate
first and second order directional derivatives of the stress constraints and the objective
function. These directional derivatives are used to compute second order Taylor ex-
pansions of the stress constraints and the objective function. These Taylor expansions
allow to perform a Quadratic Line Search (QLS) in the direction previously obtained
and to obtain the most suitable advance factor. Finally, the search direction and the
advance factor allows to obtain an improved value of the vector of design variables.
This updated vector of design variables defines an improved structure. Then, the op-
timization process may begin again in the first stage with this improved value of the
design variables.

The most expensive stages of this optimization procedure are dedicated to solve
the structural analysis with relative density, to obtain the first order derivatives of the
stress constraints and to obtain the search direction by means of the SLP algorithm.
These stages need to be explained in detail in order to propose techniques that allows
to reduce the computation effort.

3 Structural analysis

The structural analysis of the topology optimization problem proposed is developed
by assuming the linear elasticity hypothesis with small displacements and small dis-
placement derivatives. The domain of the structure is discretized by using a galerkin
type finite element model.

This FEM formulation must include the effect of the relative density of the material
being used. Thus, a conventional FEM formulation need to be modified in order to
include the design variables of the optimization problem. This issue has been usually
addressed by using predefined microstructures of material (e.g. hole-in-cell, rank-
2 layered, SIMP,...) and by applying homogenization techniques [1, 2, 3, 4]. The
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authors have proposed a numerical formulation that includes the effect of the relative
density [6, 7, 9, 10]. This formulation requires to introduce slight modifications in a
conventional finite element formulation. In practice the modifications are reduced to
take into account the effect of the relative density in the integrals of the contribution
of each finite element of the mesh.

The whole FEM formulation including the effect of the relative density is developed
in previous papers of the authors [6, 7].

According to the previous explanations, the calculation of the structural analysis
with relative density consists in a conventional finite element analysis with slight mod-
ifications. Thus, the calculation in parallel of the structural analysis must only be con-
sidered in the calculation of the elemental contributions to the global stiffness matrix.
The assembling of the elemental stiffness matrices in the global stiffness matrix and
the resolution of the resulting system of linear equations can not be easily parallelized.
In addition, adequate performance of the parallelization is not expected. The system
of linear equations is solved by means of a Cholesky factorization since it allows to
compute additional systems of equations with a small effort. These additional sys-
tems of linear equations will be required in order to obtain the sensitivity analysis. In
addition, the computing time devoted to the computation of the structural analysis is
much smaller than the required to obtain the sensitivity analysis or the required by the
optimization algorithm.

4 First order sensitivity analysis of the stress constraints

First order sensitivity analysis of the stress constraints is developed analytically by
applying the “adjoint variable” method. In this paper, we are going to analyze the
sensitivity analysis of local stress constraints since the computing time is much larger
than the computing time required by the global approach or by the block aggrega-
tion approach of stress constraints. All these three formulations have been previously
studied in [4, 5, 6, 7, 8, 9, 10, 11, 12, 16].

According to [4, 5, 6, 7, 10, 12], the local stress constraints approach imposes one
local constraint in the central point of each element of the finite element mesh. This
local stress constraint is defined, according to [6, 7, 10], as

ge(���) = g̃e(�̂VM,e, �e)

∣∣∣∣∣∣∣ �̂VM,e(���e)
���e(���)
���(���)

(1)

g̃e(�̂VM,e, �e) =
[
�̂VM,e − �̂max 'e

]
� qe ≤ 0. (2)

where

'e = 1− "+ "

�e
, (3)
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�̂VM,e is the Von Mises reference stress in the central point of element e, �̂max is the
failure stress of the material and " is the so called “relaxation factor” and usually takes
the values (" ∈ (0.001, 0.1)) [4, 7, 14, 15, 17]. The exponent q usually take the value
q = 1 in order to deal with effective stresses [6, 7].

In 2D problems and by assuming the plane stress hypothesis, the Von Mises stress
criterion is defined as

�̂VM,e =
√
�2
x,e + �2

y,e − �x,e�y,e + 3� 2xy,e (4)

and

���e =

⎧⎨⎩
�x,e
�y,e
�xy,e

⎫⎬⎭ (5)

is the stress tensor in the central point of element e.
First order derivatives of the local stress constraints can be obtained as:

dge
d�i

=
∂g̃e
∂�̂VM,e

∣∣∣∣∣∣∣ �̂VM,e(���e)
���e(���)
���(���)

d�̂VM,e

d���e

∣∣∣∣∣∣ ���e(���)
���(���)

d���e
d���

∣∣∣∣∣
���(���)

d���

d�i
+ �ie

∂g̃e
∂�i

∣∣∣∣∣∣∣ �̂VM,e(���e)
���e(���)
���(���)

, (6)

where

dge
d���

=

{
dge
d�i

}
i=1,...,Ne

(7)

and Ne is the number of elements of the mesh.
Now, the sensitivity analysis of the nodal displacements of the structure is required.

These derivatives can be obtained analytically by differentiating the system of linear
equations obtained when the finite element method is used. In this problem, we pro-
pose an isoparametric Galerkin formulation under the small displacement and small
displacement gradient hypotheses. In addition, the set of shape functions used satisfy
the essential boundary conditions (prescribed displacements) in order to avoid dealing
with derivatives of the reactions obtained in the nodes where prescribed displacements
were stated. According to that, the structural analysis can be obtained by solving the
system of linear equations:

KKK ��� = fff (8)

where, in this case:

KKK ≡ KKK(���), ��� ≡ ���(���), fff ≡ fff(���). (9)
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The matrix KKK is the stiffness matrix of the structure, ��� is the vector of nodal dis-
placements and fff is the vector of applied loads. Each one of the terms KKKji of the
stiffness matrixKKK can be obtained as

KKKji =
Ne∑
e=1

KKKe
ji, j = 1, . . . , N i = 1, . . . , N (10)

where Ne is the number of elements and N is the number of nodes of the finite ele-
ment mesh used. The elemental stiffness matrices KKKe must be computed as usual by
multiplying the corresponding integrand times the relative density of element e (See
[6, 7, 8, 10] for more details)

The vector of applied forces fff j can be obtained as usual in a conventional finite
element formulation by taking into account that the contribution of the forces per unit
of volume must be multiplied times the relative density (see [6, 7, 8, 10] for more
details).

As it can be observed in (8), reactions are not involved in this formulation since the
trial functions are forced to satisfy the essential boundary conditions [6, 7]. Conse-
quently, first order derivatives of the nodal displacements (���) versus the design vari-
ables (���) can be obtained by differentiating (8) as:

KKK
d���

d���
=

dfff

d���
− dKKK

d���
���. (11)

The terms on the right side of (11) can be directly obtained from a conventional
approach of the FEM. If we take into account that the external distributed forces per
unit of area do not usually depend on the design variables (in the topology optimization
problem) the derivatives are null. On the other hand, the forces per unit of volume
depends linearly on the relative density of each element [7, 10]. Thus, the derivatives
of the nodal forces (fffk, k = 1, ..., N ) can be obtained by assembling the elemental
contributions of the forces per unit of volume fff ek and by considering that the relative
density of element e is �e = 1.

On the other hand, the derivatives of the stiffness matrix (KKK) over the design vari-
able �e can be obtained by assembling the elemental stiffness matricesKKKe with �e = 1.
Obviously, the contribution of the rest of the elemental stiffness matrices is null since
they do not depend on the relative density �e.

Thus, the derivatives of the nodal displacements over each design variable �i can
be replaced in (6) according to (11) as:

dge
d�i

= ���Te

(
dfff

d�i
− dKKK

d�i
���

)
+ �ie

∂g̃e
∂�i

∣∣∣∣∣∣∣ �̂VM,e(���e)
���e(���)
���(���)

(12)

where �ie is the Kronecker delta function and ���e is the “adjoint variable”, which is
defined as:
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���Te =
∂g̃e
∂�̂VM,e

∣∣∣∣∣∣∣ �̂VM,e(���e)
���e(���)
���(���)

d�̂VM,e

d���e

∣∣∣∣∣∣ ���e(���)
���(���)

d���e
d���

∣∣∣∣∣
���(���)

KKK−1. (13)

All the terms in the previous equation can be directly obtained by applying theoret-
ical differentiating rules (see [10] for more details). In addition, the “adjoint variable”
can be obtained by solving the system of linear equations proposed in (13).

The ‘adjoint variable” method allows to compute the derivatives of each stress con-
straint over the relative densities directly if the “adjoint variable” is known. Thus, this
calculation is developed in two independent steps. First step is devoted to compute the
“adjoint variable” ���e by solving the system of linear equations proposed in (13). This
computation can be developed independently for each stress constraint. The second
step is devoted to compute the sensitivity analysis of the stress constraints according
to (12) and by using the value of ���e computed in the first step. This calculation can be
also performed independently for each stress constraint since the value of the “adjoint
variable” is also computed independently for each stress constraint in the first step.
Thus, the entire computation of the first order sensitivity analysis of the stress con-
straints can be developed independently for each constraint. This fact is very impor-
tant if parallelization techniques are considered since the calculation of the derivatives
of each stress constraint can be completely computed in a different processor without
any interference with other derivatives. Thus, first order sensitivity analysis of the
stress constraints can be easily parallelized by adequately distributing the iterations of
the “DO” loop used to compute the derivatives of all the local stress constraints pro-
posed (loop parallelization). Consequently, the speed-up obtained reaches in practice
the expected value.

5 Sequential Linear Programming Algorithm

In the introduction section, the most expensive algorithms of the whole optimiza-
tion procedure where indicated. In previous sections, the structural analysis and the
sensitivity analysis was analyzed. In this section the optimization algorithm used is
analyzed in order to propose some improvements that allow to reduce the computing
time devoted to obtain the optimal solution.

The optimization algorithm proposed to obtain the optimal topology of the struc-
ture is a general procedure that can be applied to other different optimization prob-
lems. This algorithm is developed in two steps. First step computes the right search
direction and the second step performs a Quadratic Line Search by using the previ-
ously obtained search direction [6, 7, 10, 18]. Thus, an improved value of the vector
of design variables can be obtained as:

xxxk+1 = xxxk + �k sssk (14)
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where sssk is the search direction of the design variables in the k-th iteration and �k is
the advance factor along the search direction [10]. The direction sssk is obtained by
means of Sequential Linear Programming [19] and the advance factor �k is obtained
by using a Quadratic Line Search in order to avoid zig-zag phenomena around the
optimal solution [6, 10, 20, 21].

Sequential Linear Programming algorithm is based on the use of mathematical pro-
gramming techniques (the Simplex algorithm [22]). This technique allows to solve
optimization problems with non linear objective function and non linear stress con-
straints by solving a sequence of linearized optimization problems. Simplex algo-
rithm is based on the properties of the linearized space obtained. According to this
idea, the optimal solution of this linearized problem corresponds to one vertex of the
polyhedron, in general. Thus, the optimization algorithm consists in

minimize cccTxxx

verifying AAAxxx = bbb, AAA : m× n
li ≤ xi ≤ ui, i = 1, . . . , n

(15)

where li and ui are the lower and upper limits, respectively, of the design variables
(xi). The lower limit is usually stated as li = 0 in order to simplify the formulation.
This Mathematical Programming problem can be presented in a standard form that
facilitates the application of the Simplex Algorithm. This standard form proposed by
Dantzig [22] is

a11x1 + a12x2 + ⋅ ⋅ ⋅ + a1nxn = b1
a21x1 + a22x2 + ⋅ ⋅ ⋅ + a2nxn = b2

...
... . . . ...

...
am1x1 + am2x2 + ⋅ ⋅ ⋅ + amnxn = bm,
c1x1 + c2x2 + ⋅ ⋅ ⋅ + cnxn = f (Min)

x1 ≥ l1 , x2 ≥ l2 , ⋅ ⋅ ⋅ , xn ≥ ln, and
x1 ≤ u1 , x2 ≤ u2 , ⋅ ⋅ ⋅ , xn ≤ un.

(16)

that can be schematically represented by using matrix notation as:

a11 a12 ⋅ ⋅ ⋅ a1n b1
a21 a22 ⋅ ⋅ ⋅ a2n b2

...
... . . . ...

...
am1 am2 ⋅ ⋅ ⋅ amn bm,
c1 c2 ⋅ ⋅ ⋅ cn f

(17)

The Simplex algorithm originally deals with equality constraints but, in practical
applications of structural optimization, most of the constraints corresponds to inequal-
ity equations. Thus, slack variables need to be considered that transform the origi-
nal constraints in equality constraints. These slack variables are required to obtain
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the search direction but they are not used in the following stages of the optimization
method. The slack variables are included in the mathematical model in order to facil-
itate the use of the Simplex algorithm.

The standard form proposed in (17) with the additional slack variables defines a
system of linear equations with n + m unknown variables and m linear equations.
Thus, this system has not an unique solution and the value of a number of variables
must be defined in order to obtain a well defined system of linear equations. Thus, a
group of variables with predefined values defines a set of non basic variables (xxxN). The
rest of variables whose value has not been predefined forms the set of basic variables
(xxxB). According to that, the main objective of the Simplex algorithm is to minimize
the value of the objective function by adequately redefining the set of basic and non
basic variables and the value of the non basic variables. Thus, the mathematical pro-
gramming algorithm can be written during all this process as

IIIxxxB = b̂̂b̂b− Â̂ÂAxxxN, (18)

where III is an identity matrix that multiplies times the set of basic variables (xxxB) and Â̂ÂA
is the matrix obtained by applying transformations in the rows of the original matrix
of the standard form (17) according to the Simplex Algorithm. This matrix multiplies
times the set of non-basic variables (xxxN). The non-basic variables will take the lowest
or the highest value allowed according to the Simplex algorithm since these ones are
the values that produces the highest reduction possible in the objective function. The
basic variables take the values stated in the right term of (18).

Some additional aspects need to be addressed in order to entirely explain the Sim-
plex algorithm (initial solution, low and high limits of the variables, matrix operations,
...). All these topics are not addressed in this paper due to extension limits. However,
an entire explanation with further details can be found in [10, 22]. The computation
effort of the Simplex algorithm is devoted to decide the most suitable modification
of the set of basic and non-basic variables and the application of this modification by
performing linear combinations of rows like in the Gauss elimination algorithm (see
[10, 22] for more details).

Thus, the entire standard form matrix need to be modified for each update of the
sets of basic and non-basic variables. This modification requires about 97 % of the
total computing time dedicated to obtain the search direction for the cantilever beam
problem with 7200 design variables and the local approach of the stress constraints.
Thus, the entire Simplex Algorithm can not be parallelized since each modification of
the sets of basic and non-basic variables depends on the previous modifications and in
the corresponding matrix of the standard form. However, each modification requires
to update the entire matrix of the standard form. This update requires to perform linear
combinations of all the rows of the matrix and these linear combinations can be devel-
oped in parallel since the modification of one row does not influence the modification
of the other rows. According to that, each row can be modified in a different proces-
sor. Obviously this parallelization does not produce as appropriate performance as the
one obtained for the first order sensitivity analysis of the local stress constraints since
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some specific calculations of the algorithm need to be computed sequentially and a
large number of synchronizations between all the processors need to be included.

6 Parallelization techniques

Previous sections explain the most expensive algorithms in computational terms used
in the topology optimization of structures with stress constraints. These algorithms
(first order sensitivity analysis and SLP) can be computed in parallel by dividing the
iterations of the “do” loops in different processors. First order derivatives of each
stress constraint can be computed in a different processor and the matrix modifications
proposed in the previous section can be performed in parallel since each row of the
matrix can be modified in a different processor. This type of parallelization of the
iterations of “do” loops is very easy to implement in practice and produce excellent
performance.

In this paper we have used OpenMP directives in order to parallelize the algorithms
proposed. This parallelization methodology allows to develop a source code sequen-
tially. Then, the computation in parallel can be developed with slight modifications in
the original source code by adding a reduced number of additional lines: the OpenMP
directives. This fact means a very important advantage since other parallelization
strategies like MPI require to develop all the source code in parallel.

Figure 2 shows the speed-up obtained for the topology optimization of a cantilever
beam with 7200 design variables by using the local approach of the stress constraints.
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Figure 2: Speed up obtained for the cantilever beam problem with 7200 design vari-
ables by using the local approach of the stress constraints in a computing node with 4
Dual Core Intel Xeon 7120 M processors and 16 Gb of RAM.

Figures 3, 4, 5, 6 and 7 show the distribution of the computing time per algorithm
(figure 1) at each iteration of the optimization process (for the cantilever beam prob-
lem) by using 1, 2, 4, 6 and 8 processors, respectively.

11



Archivo: F:\_CONGRESOS Y SEMINARIOS\Ano 2008\WCCM_ECCOMAS_2008-Venecia\PRESENTACION_PARALELO\FIGURAS\canti_7200_
_local_1.cet  11/06/2008, 17:35:11

 
-----------------------------------------------------------------------------------------------------
 
 Computing time per iteration             
                                          
Finite Element Analysis ----------------->    8 s ( 0 h  0 m  8,29 s ) [=                   ]  0.10 %
Stress constraints derivatives ----------> 3044 s ( 0 h 50 m 44,16 s ) [========            ] 38.54 %
Search direction calculation (SLP) ------> 4839 s ( 1 h 20 m 39,37 s ) [=============       ] 61.27 %
Dir. deriv. of the objective function --->    0 s ( 0 h  0 m  0,03 s ) [=                   ]  0.00 %
1st order derivatives of displacements -->    0 s ( 0 h  0 m  0,96 s ) [=                   ]  0.01 %
2nd order derivatives of displacements -->    1 s ( 0 h  0 m  1,57 s ) [=                   ]  0.02 %
1st & 2nd order dir. deriv. of constr. -->    0 s ( 0 h  0 m  0,54 s ) [=                   ]  0.01 %
Quadratic Line Search & update ---------->    2 s ( 0 h  0 m  2,93 s ) [=                   ]  0.04 %
                                          
         Total computing time -----------> 7897 s ( 2 h 11 m 37,85 s )
 
-----------------------------------------------------------------------------------------------------

Página: 1

Figure 3: Distribution of computing time per algorithm at each iteration for the can-
tilever beam problem by using 1 processor
Archivo: F:\_CONGRESOS Y SEMINARIOS\Ano 2008\WCCM_ECCOMAS_2008-Venecia\PRESENTACION_PARALELO\FIGURAS\canti_7200_
_local_2.cet  11/06/2008, 17:38:16

 
-----------------------------------------------------------------------------------------------------
 
 Computing time per iteration             
                                          
Finite Element Analysis ----------------->    7 s ( 0 h  0 m  7,11 s ) [=                   ]  0.17 %
Stress constraints derivatives ----------> 1603 s ( 0 h 26 m 43,27 s ) [========            ] 39.30 %
Search direction calculation (SLP) ------> 2462 s ( 0 h 41 m  2,86 s ) [=============       ] 60.38 %
Dir. deriv. of the objective function --->    0 s ( 0 h  0 m  0,07 s ) [=                   ]  0.00 %
1st order derivatives of displacements -->    1 s ( 0 h  0 m  1,04 s ) [=                   ]  0.03 %
2nd order derivatives of displacements -->    1 s ( 0 h  0 m  1,50 s ) [=                   ]  0.04 %
1st & 2nd order dir. deriv. of constr. -->    0 s ( 0 h  0 m  0,50 s ) [=                   ]  0.01 %
Quadratic Line Search & update ---------->    2 s ( 0 h  0 m  2,85 s ) [=                   ]  0.07 %
                                          
         Total computing time -----------> 4079 s ( 1 h  7 m 59,20 s )
 
-----------------------------------------------------------------------------------------------------
 
 

Página: 1

Figure 4: Distribution of computing time per algorithm at each iteration for the can-
tilever beam problem by using 2 processors
Archivo: F:\_CONGRESOS Y SEMINARIOS\Ano 2008\WCCM_ECCOMAS_2008-Venecia\PRESENTACION_PARALELO\FIGURAS\canti_7200_
_local_4.cet  11/06/2008, 17:38:14

-----------------------------------------------------------------------------------------------------
 
 Computing time per iteration             
                                          
Finite Element Analysis ----------------->    7 s ( 0 h  0 m  7,07 s ) [=                   ]  0.33 %
Stress constraints derivatives ---------->  820 s ( 0 h 13 m 40,78 s ) [========            ] 38.23 %
Search direction calculation (SLP) ------> 1312 s ( 0 h 21 m 52,51 s ) [=============       ] 61.13 %
Dir. deriv. of the objective function --->    0 s ( 0 h  0 m  0,16 s ) [=                   ]  0.01 %
1st order derivatives of displacements -->    1 s ( 0 h  0 m  1,36 s ) [=                   ]  0.06 %
2nd order derivatives of displacements -->    1 s ( 0 h  0 m  1,55 s ) [=                   ]  0.07 %
1st & 2nd order dir. deriv. of constr. -->    0 s ( 0 h  0 m  0,50 s ) [=                   ]  0.02 %
Quadratic Line Search & update ---------->    3 s ( 0 h  0 m  3,13 s ) [=                   ]  0.15 %
                                          
         Total computing time -----------> 2147 s ( 0 h 35 m 47,06 s )
 
-----------------------------------------------------------------------------------------------------
 

Página: 1

Figure 5: Distribution of computing time per algorithm at each iteration for the can-
tilever beam problem by using 4 processors

7 Application example

In this paper we study the example used to test the performance of the parallelization
techniques proposed. Thus, we analyze the optimum design of a cantilever beam with
null displacements in the left border and with a vertical force applied in the middle
of the right border. Figure 8 shows the dimensions of the domain and the position of
the vertical forces applied. In this example, self-weight of the structure has also been
included as a structural load.

The domain of the structure has been discretized by using a homogeneous mesh
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Archivo: F:\_CONGRESOS Y SEMINARIOS\Ano 2008\WCCM_ECCOMAS_2008-Venecia\PRESENTACION_PARALELO\FIGURAS\canti_7200_
_local_6.cet  11/06/2008, 17:38:12

-----------------------------------------------------------------------------------------------------
 
 Computing time per iteration             
                                          
Finite Element Analysis ----------------->    7 s ( 0 h  0 m  7,11 s ) [=                   ]  0.47 %
Stress constraints derivatives ---------->  508 s ( 0 h  8 m 28,25 s ) [=======             ] 33.38 %
Search direction calculation (SLP) ------>  999 s ( 0 h 16 m 39,93 s ) [==============      ] 65.70 %
Dir. deriv. of the objective function --->    0 s ( 0 h  0 m  0,24 s ) [=                   ]  0.02 %
1st order derivatives of displacements -->    1 s ( 0 h  0 m  1,52 s ) [=                   ]  0.10 %
2nd order derivatives of displacements -->    1 s ( 0 h  0 m  1,58 s ) [=                   ]  0.10 %
1st & 2nd order dir. deriv. of constr. -->    0 s ( 0 h  0 m  0,50 s ) [=                   ]  0.03 %
Quadratic Line Search & update ---------->    2 s ( 0 h  0 m  2,87 s ) [=                   ]  0.19 %
                                          
         Total computing time -----------> 1522 s ( 0 h 25 m 22,00 s )
 
-----------------------------------------------------------------------------------------------------
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Figure 6: Distribution of computing time per algorithm at each iteration for the can-
tilever beam problem by using 6 processorsArchivo: F:\_CONGRESOS Y SEMINARIOS\Ano 2008\WCCM_ECCOMAS_2008-Venecia\PRESENTACION_PARALELO\FIGURAS\canti_7200_
_local_8.cet  11/06/2008, 17:37:10

 
-----------------------------------------------------------------------------------------------------
 
 Computing time per iteration             
                                          
Finite Element Analysis ----------------->    7 s ( 0 h  0 m  7,26 s ) [=                   ]  0.54 %
Stress constraints derivatives ---------->  383 s ( 0 h  6 m 23,47 s ) [======              ] 28.28 %
Search direction calculation (SLP) ------>  957 s ( 0 h 15 m 57,96 s ) [===============     ] 70.68 %
Dir. deriv. of the objective function --->    0 s ( 0 h  0 m  0,31 s ) [=                   ]  0.02 %
1st order derivatives of displacements -->    1 s ( 0 h  0 m  1,43 s ) [=                   ]  0.11 %
2nd order derivatives of displacements -->    1 s ( 0 h  0 m  1,54 s ) [=                   ]  0.11 %
1st & 2nd order dir. deriv. of constr. -->    0 s ( 0 h  0 m  0,50 s ) [=                   ]  0.04 %
Quadratic Line Search & update ---------->    2 s ( 0 h  0 m  2,87 s ) [=                   ]  0.21 %
                                          
         Total computing time -----------> 1355 s ( 0 h 22 m 35,34 s )
 
-----------------------------------------------------------------------------------------------------

Página: 1

Figure 7: Distribution of computing time per algorithm at each iteration for the can-
tilever beam problem by using 8 processors

with 120× 60 = 7200 8-node quadrilateral elements. The thickness of the structure
is 0.2m.

The external force applied (2 103 kN) has been distributed on four contiguous ele-
ments in order to avoid stress accumulation phenomena.

The material being used in this problem is steel with density 
mat = 7650 kg/m3,
Young Modulus E = 2.1 105 MPa, Poisson ratio � = 0.3 and elastic limit �̂max =
230 MPa.

Figure 8: Scheme of the cantilever beam problem (units in m).
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Figures 9 and 10 show the optimal solution and the normalized stress state for the
cantilever beam problem obtained by using the local approach of stress constraints.

Figure 9: Optimal solution of the cantilever beam problem by using the local approach
of stress constraints.

Figure 10: Normalized stress state of the cantilever beam problem by using the local
approach of stress constraints.

Table 1 shows the most important parameters of this problem.

Table 1: Summary of the cantilever beam solution.

q " p
Final Weight

(%)

Local approach
(Fig. 9) 1 0.01 4 18.27 %
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8 Conclusions

This paper introduces some important computational aspects for the topology opti-
mization of structures with local stress constraints. The large number of design vari-
ables and stress constraints associated to this formulation of the topology optimization
problem requires high computational effort, specially in terms of computing time.
Thus, specific algorithms and a whole optimization procedure adapted to this problem
need to be addressed. In addition, computational aspects have been taken into account
in order to reduce the computing time: parallel computing.

This paper analyses the most expensive algorithms of the whole optimization pro-
cedure and studies the feasibility of develop the computations in parallel. Thus, the
parallelization of the first order sensitivity analysis of the stress constraints and the par-
allelization of the computation of the search direction by means of SLP algorithms.
The parallelization of the first order derivatives of the stress constraints present an
excellent performance since the derivatives of each local stress constraint can be com-
puted in a different processor. In addition, no sequential computations are required.
On the other hand, the SLP algorithm can be obtained in parallel but some specific
operations of the method need to be computed sequentially. Thus, the performance
obtained for the computation in parallel of the SLP algorithm does not reach the the-
oretical values and, when the number of processors increases, the performance de-
creases due to the sequential operations required.

However, the parallelization of these two algorithms produces adequate benefits in
computing time terms. The speed-up obtained improves even more when the number
of design variables and stress constraints increases. Consequently, the use of par-
allelization techniques reports important benefits and it only requires an acceptable
additional programming effort when OpenMP directives are used.
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